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Abstract
Research in programming languages and software engineer-
ing are broadly concerned with the study of aspects of com-
puter programs: their syntactic structure, the relationship
between form and meaning (semantics), empirical proper-
ties of how they are constructed and deployed, and more.
We could equally well apply this description to the range
of ways in which linguistics studies the form, meaning, and
use of natural language. We argue that despite some notable
examples of PL and SE research drawing on ideas from natu-
ral language processing, there are still a wealth of concepts,
techniques, and conceptual framings originating in linguis-
tics which would be of use to PL and SE research. Moreover
we show that beyond mere parallels, there are cases where
linguistics research has complementary methodologies, may
help explain or predict study outcomes, or offer new perspec-
tives on established research areas in PL and SE. Broadly, we
argue that researchers across PL and SE are investigating
close cousins of problems actively studied for years by lin-
guists, and familiarity with linguistics research seems likely
to bear fruit for many PL and SE researchers.
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1 Introduction
Programming language and software engineering research
are centered around computer programs: their construction
process (both social and technical), how they are expressed,
what guarantees we can make of them, how they interact
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with additional artifacts (such as comments, design docu-
ments, and natural language specifications), how people com-
prehend them, and what common properties the languages
used to build them either have or could have (by design)
and how those interact with what a program expresses (a
computational solution).

Linguistics is concerned with analogous ideas for human
languages, rather than programming: what are commonali-
ties across languages, how do those differences interact with
language use, what bounds can be established on how lan-
guages might evolve to express (or leave implicit) certain
information, how language use might vary according to use
case or social context, how to systematically and precisely
model natural languages, and more.

While the two fields have clear differences — in particular,
studying engineered languages versus naturally evolving
languages — linguistics offers a wealth of ideas, perspectives,
and established analytical tools (both formal and informal)
which we believe can help shed light on problems of inter-
est to researchers in programming languages and software
engineering.
This essay seeks to give a broad overview of pieces of

linguistics with clear relevance to problems actively stud-
ied in computer science. Out of neccessity this means our
discussions will only scratch the surface of the field and can-
not include all possible points of connection; our priority is
to demonstrate a number of places where connections may
occur, and provide entry points to the literature for those
interested in problems like those we highlight, or those who
see relevance between the linguistic concepts we point out
and other problems.

2 Parallels Between Linguistics and PL/SE
Linguistics is an enormous area, neither strictly science nor
strictly humanity, but, as the meme goes, a secret third thing
(i.e., both). It generally covers such topics as syntax (roughly,
grammar); semantics (roughly, literal meaning); pragmatics
(how and why language is used certain ways rather than
others in a given situation, and how words that literally
mean one thing can acquire additional meanings in context);
discourse analysis (study of ongoing linguistic interactions);
morphology (the relationship betweenword forms andmean-
ings, such as the relation between word form changes and
meaning change); orthography (the study of writing sys-
tems); phonetics and phonology (the study of how speech
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sounds are generated and sensed, and how they change situa-
tionally or over time); psycholinguistics (how people acquire
and use language); and neurolinguistics (how language is
represented and processed in the human brain); and inter-
faces between these areas. Virtually every area of linguistics
has at least a rough parallel in existing PL and SE literature.

We are not the only ones to notice parallels between pro-
gramming languages and linguistics. Adamczyk [2] explores
a bit of the history of the word “language” applied to com-
puter programs, and engages in some philosophical musing
and thought experiments based on some of Stephen Pinker’s
ideas about language.1 Recently Noble and Biddle [130] pub-
lished an extended argument that programming languages
are, in a meaningful sense, languages in the sense of those
studied by linguists, in that they are critically linguistic com-
munications between various parties (from programmers to
other programmers or to machines, depending on context),
regardless of the differences that obviously exist. Their argu-
ment is philosophical, calling out numerous similarities be-
tween programming languages and human languages. How-
ever, they leave the question of what to do with these similar-
ities up to the reader. This essay’s life began before the publi-
cation of that paper, but could be seen as a kind of follow-up
providing more fine-grained connections: our goal is to point
out concrete ideas and techniques from linguistics that have
potential value to the study and creation of programming
languages and the processes of software engineering.

Distinguishing NLP from Linguistics. In this paper
we seek to make a distinction between natural language
processing (NLP) on one hand, and linguistics (including
computational linguistics) on the other. To be sure, there
is no hard and fast dividing line between the two and they
share a wealth of background knowledge and techniques,
but there are marked differences in the primary goals of
each area. In the sense we use the terms, NLP is focused
quite literally on processing natural language text for end
use cases such as extracting information, question answer-
ing, statistical language modeling for sequence prediction,
etc. Linguistics is interested in understanding “how language
works” (and why) in essentially all contexts. Beyond the task-
driven vs. curiosity-driven framings (which are not mutually
exclusive!), these differences in goals result in different value
systems for which questions to investigate and which tech-
niques are appropriate. At times these value systems agree,
and other times they do not. These differences primarily
manifest in NLP work frequently discounting fundamental
assumptions or established results from linguistics, in almost
any case where outcomes on a particular metric appear to

1He notes that those ideas are not settled interpretations in linguistics, citing
Tomasello [178]; however, this is an understatement: the consensus across
linguistics has long been that most of Pinker’s ideas about language in
that book are incorrect, and largely based on selectively ignoring contrary
evidence [78, 116, 152, 178] [79, Ch. 10].

be better using a technique that doesn’t account for them.
For example, most uses of large language models (LLMs) for
chat or text processing do not attempt to explicitly model the
meaning of language; these LLMs underlie the best-known
results on a wide array of tasks, in both NLP and software
engineering, but fail to capture basic concepts like simple
boolean reasoning [50, 134, 179], do not demonstrate cer-
tain kinds of linguistic reasoning essential to human lan-
guage use [147], and are provably unable to learn essential
concepts like universal quantification [7]. For many appli-
cations, this may not matter, so NLP continues using these
tools widely.2 Conversely, while (computational) linguistics
is not agnostic with regards to computational efficiency and
scaling laws,3 explanatory power is generally prioritized over
computational convenience (many grammar formalisms are
Turing-complete [26, 27, 139]), and often more attention is
paid to the construct validity of measurements, rather than
over-using simple task metrics like BLEU scores [135].4 In
this essay, we will emphasize drawing upon work focused
primarily on how and why language works.

On Large Language Models. A natural question for this
essay in 2024 might be: how much will we discuss the large
language models (LLMs) underlying systems like ChatGPT
and a plethora of other tools? The answer is, almost none.
Our goal is to encourage researchers in programming lan-
guages and software engineering to study linguistics broadly,
to bring a wealth of new relevant ideas and tools to bear on
our work. We don’t need to say anything about LLMs for that
to happen— it has already happened! In general, PL and SE re-
searchers have a long history of adopting the latest statistical
and probabilistic models where useful and appropriate. For
similar reasons, we say little about neurolinguistics, as this
connection is already starting to be explored [138, 167, 168].
LLMs are only a small slice of linguistics, whose import

in linguistics writ large seems distorted to those of us in
computer science, as we are closest to the computational
linguists, whose work in the past 15 years has been largely
overwhelmed by the influence of neural language models.

2This is not to suggest linguistics is completely disinterested in LLMs; on
the contrary they are being investigated with care as approximate models
of some specific aspects of human language use, such as surprisal [65] (rel-
evant to ways in which using non-standard language affects how long it
takes humans to comprehend text), and even language acquisition [38, 185]
(though this is fraught with significant methodological pitfalls [102]).
3For example, one justification for studying mildly-context-sensitive gram-
mar formalisms [93, 94, 106] is that they can be parsed in polynomial time,
which seems like a reasonable rough upper bound on what humans can
process online during linguistic interactions [164], compared to simply
requiring parsing to be decidable.
4BLEU was a heuristic scoring mechanism proposed for evaluating accuracy
of machine translation, premised among other things on input and output
having similar length, making it inappropriate for use in tasks that involve
summarization as well — including scoring of comment generation [44, 165,
169] — in addition to concerns about fitness for its original purpose [24].
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However, linguistics is far, far broader than that. Any im-
pression that all of linguistics has been overtaken by LLMs
is similar to a layperson who believes that developers have
basically stopped programming and are simply using Chat-
GPT to generate most of their code — understandable based
on their most common source of information (for us, NLP
researchers in our departments, for them, popular press and
marketing material), but based on skewed and highly incom-
plete sources of information. Our emphasis in this essay is
to argue for the rich body of explanatory models from lin-
guistics, which are largely orthogonal to the LLMs already
widely adopted in our fields.

APlan for Discussion. The rest of this essay is structured
as a tour of just a few select areas of parallels between linguis-
tics and PL and SE research. We will discuss examples that
deal with applying linguistics knowledge to both humans
and to text. That text may be either natural language text
about programs, or program text itself (source code). We will
work from higher-level concerns about human factors and
what research hypotheses we consider, towards lower-level
concerns of methodological questions and technical devices
suitable for incorporation into tools. It is our hope that the
breadth of discussion, from the human to socio-technical to
purely technical, will demonstrate that regardless of which
slices of programming language and software engineering
research we engage with, there is a wealth of established
linguistics knowledge just waiting to be applied.

3 Human Factors in Language and Tool
Design

Software engineering has long made significant use of ideas
connected to HCI and psychology to study how develop-
ers work, and consequently, how tools might better support
these natural working processes [30, 58, 100, 111, 112]. How-
ever, we are not aware of any direct influence from linguistics
on work related to the human factors of programming de-
spite likely relevance when considering text-mediated inter-
actions. Well-established linguistics concepts articulate how
humans often recognize subtle meanings in natural language
prompts and instructions which can affect their performance
on tasks in studies. And decades of research studying how
humans learn natural languages seems to have direct appli-
cation to how humans learn programming languages.

3.1 Pragmatics
The area of pragmatics within linguistics is the study of how
language choices are made with an eye towards communica-
tive intents: cases where an utterance5 (or perhaps, program)
is structured to not only convey some fact or knowledge (or
functionality), but also to emphasize some aspect of what is
5Any linguistic fragment, from an expression to a sentence to a passage of
text or more, whether spoken, written, signed, or communicated by other
means.

uttered as particularly salient, or more generally to commu-
nicate more than literal meaning (e.g., to imply something
by choice of wording without saying it explicitly). This latter
and most general framing is called implicature [70]: the en-
richment of literal meaning with what was likely intended by
the speaker, and specifically intended by the speaker for the
recipient to understand — again, without explicitly saying so.
Central themes of pragmatics emphasize the idea that

communication is geared towards a specific purpose, and to-
wards a specific audience. Most work in pragmatics assumes
that the speaker (or author) and hearer (or reader) have cer-
tain common background knowledge that both are aware
of, and are cooperating towards a certain communicative
goal. Under these assumptions, it is commonly believed6 that
speakers say only asmuch as is necessary tomake their point,
and no more, in part because they expect recipients to be
able to infer certain implications called implicatures [70, 89].
Under the assumption that humans who behave in these

ways with non-technical communication carry at least some
of these behaviors into technical settings, this has clear rele-
vance to any analysis of program-related text (as in Section 5)
or any other natural-language artefact associated with soft-
ware — including how study participants or users interpret
instructions or specifications.

Classic introductory examples include:

• Conversational Implicature: Indirectly answering “Did
you get the code working?” with “I’ve spent the last
week debugging” does not directly literally answer
the question, or logically imply success or failure at
the task. But it strongly suggests the time was spent
debugging without success, and this is moreover the
likely intended point the speaker wished to make.

• Deixis: Deixis deals with contextual reference. Con-
sider the comment “The next line of code. . . ” in the
midst of some code. This is a form of textual deixis. This
refers to a specific line by virtue of where the comment
is located in the program text, and moving it to an-
other location would change the comment’s referrent
(as well as probably making it incorrect). Similar deixis
occurs in comments that refer to the current method,
class, or project, or to invariants that are expected to
hold at specific program locations.

• Presupposition:7 Consider comments along the lines
of “This method is called when the Foo component. . . ”
which presupposes both the existence of a component
known as Foo, and that the reader of the comment
knows which component that is. In cases where one or
both of these are untrue (either because Foo has been

6Based on a wide variety of evidence, including corpora; see Section 5.
7There is some debate as to whether presupposition is a matter of literal
semantics or pragmatics [144, §2.3.1], but pragmatics are generally agreed
to play a major role.
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removed and the comment is not out of date, or be-
cause the reader is a new team member) the meaning
is unclear, or effectively undefined, due to presupposi-
tion failure. Similarly, a classic style of example is to
note that the statement “I found my third major bug
for the day” presupposes the existence of two other
major bugs found earlier in the day.

• Scalar Implicature: If a developer writes that using a
certain library is “acceptable,” this implicates that the
use of the library is not better than merely acceptable,
because the author could have used a stronger descrip-
tor (e.g., “good,” “great”) but chose not to in order to
avoid saying something they believed to be false.

These are demonstrative examples of pragmatic phenomena.
It is well-established in the software engineering litera-

ture that concerns beyond mere program correctness factor
into choices about how to structure programs [20], comment
code [137, 173], or even choose identifiers [51], notably a fo-
cus on ensuring others can understand the code. While code
is constrained by its primary function (to be executable), as
is often noted these practices double the purpose to commu-
nicate with humans as well, in a way similar to what prag-
matics studies: more is (or at least, can be) communicated by
a piece of code than its mere functionality, just as more can
be communicated by an utterance than its literal denotation.

Pragmatics also carries some more concrete connections.

Wording in Human Surveys. Awareness of pragmatics
is particularly relevant to study design involving human
participants. An infamous experiment in behavioral econom-
ics [181] has been used to claim that people do not under-
stand conjunctions, specifically that they do not understand
that given two sets 𝑋 ⊆ 𝑌 and a random point 𝑝 , the prob-
ability of 𝑝 ∈ 𝑌 is larger than the probability of 𝑝 ∈ 𝑋 ,
seemingly misunderstanding that the latter implies the for-
mer. Of course, the wording used to ask the question is highly
relevant, and in the case of the original study, key. A core
pragmatic principle is that if someone (e.g., an experimenter)
says something that does not quite make sense, then they
must in fact mean something slightly different. In the case
of this result, the question posed is an example of a Hurford
disjunction [90]: a disjunction that is infelicitous because one
disjunct implies the other. Logically there is no issue here,
but if you were asked whether, given the knowledge that
Erin liked Python’s decorator feature, it was more likely that
Erin was a Python programmer or a programmer, you would
notice that the question is a bit “off.” Obviously the set of all
programmers contains the set of Python programmers, so
surely your interrogator intended something more nuanced
— otherwise it would be a silly question to ask. Perhaps it was
intened to ask if it was more likely Erin was a Python pro-
grammer or some other kind of non-Python programmer?

In that case one might reason that Erin is clearly a program-
mer, and because of their interest in Python decorators, more
likely a Python programmer than a non-Python programmer.

Of course, the reasonableness of that conclusion depends
critically on the inference that what the questioner meant
was not the silly question that was literally posed.

In the case of this infamous behavioral economics result
however, the questioner-intended meaning was the most
literal one, where of course Pr(𝑌 ) ≥ Pr(𝑋 ) when 𝑋 ⊆ 𝑌 .
But the survey instrument was flawed, because most people
will draw inferences like the above when answering [63].
Later work showed that improving the wording or allowing
consultation reduces the number of people choosing the
“wrong” answer [29, 121], but the effect remains because
fundamentally, the situation posed by any rewording of the
question remains a Hurford disjunction at its core.

Clearly, we can see the relevance of Hurford disjunctions
to survey design in PL and SE research: accidentally posing
questions of that form would be confusing to participants,
and would likely not measure the intended phenomenon.
But of course, this is just one prominent example. Any of the
pragmatic phenomenamentioned earlier (or those we did not
mention [89]) could lead to similar misunderstandings. In
areas where we spend much of our time dealing with strictly
logical interpretations of text, it’s essential to remember that
there is more to natural language than the narrowest logical
interpretation, and there is more structure to that gap than
mere ambiguity. Awareness of specific pragmatic phenom-
ena (specific to the human language at hand!) can help us
avoid confusing participants, and improve the chances of
measuring what we intend.

Interpreting English Specifications. Closer to home,
pragmatic implicatures involving time seem to be at play
in some observed experimental results in human studies in
formal methods. Greenman et al. [69] describe a series of ex-
periments analyzing the mistakes made by both novices and
experts in translating English behavioral descriptions into
Linear Temporal Logic (LTL) [142]. Two of the interesting
categories of mistakes made (by both novices and experts)
in that setting were leaving off a global “always” modality
surrounding the LTL translation, and missing “eventually”
or “next” modalities in the middle of formulae. These mis-
takes significantly change the meanings of formulae. LTL
specifications are formulae which are evaluated with regard
to a sequence of program states or events for a particular
execution. The main specification formula is evaluated in the
first state, and talking about later states requires using modal
operators. So, for example, leaving off a “next” modality, and
writing 𝜙 instead of ⃝𝜙 (to indicate 𝜙 should be true in the
immediately following state) means talking about what is
true at the wrong moment in time.
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The former appears related to the concept of generic sen-
tences, or more precisely the subset also called habitual sen-
tences, which describe recurring states of affairs.8 An LTL
formula such as 𝜙 ⇒ 𝜓 (𝜙 being true implies 𝜓 ’s truth, a
common form to formulae with this mistake in the experi-
ments) indicates that if 𝜙 is true right now (at the moment
of formula evaluation), then𝜓 is true at the same moment.
However, most LTL formulae with such shapes occur under
an always-modality, e.g., □(𝜙 ⇒ 𝜓 ), which intuitively says
that it is always the case that𝜓 is true when 𝜙 is true, at the
current moment and all future moments. A sentence such as
“If the train is arriving its warning lights are on” has readings
of both forms — with and without the modal. In normal natu-
ral language contexts, most English speakers will interpret it
with the habitual reading, as that is the most likely intended
meaning. However in teaching students to use formal logic
we tend to teach students to suppress inferences of things not
explicitly present in the text, and indeed there is no explicit
marker of habitual aspect in this example sentence (such as
preceding the sentence with “always” or “generally”). How-
ever, the intended interpretation here expects participants
to formalize this inference which is not explicit in the text;
learners of LTL therefore must learn that in this domain this
implicature should be carried over explicitly from natural
contexts to formal contexts.
This is not the only example in their study results. An-

other classic example of temporal implicature is given by the
classic linguistics example “I climbed on my horse and rode
off into the sunset.” The word “and” here is normally prag-
matically enriched by most who read it to mean the speaker
first climbed onto the horse, and immediately after that rode
of into the sunset (on the horse, rather than in a dune buggy).
This implicature is frequently explained in linguistics texts
as the “and then” interpretation. This also occurs in examples
in Greeman et al.’s study. In the coded responses, a number of
the responses reflect a possible assumption by the participant
that the formal “and” or “implies” implicitly shift the right
operand later in time than the execution fragment where the
left operand holds, such as responses including terms such
as Engine ⇒ □(¬Engine), which is trivially false because
the always modality’s argument is evaluated in the same
state as the hypothesis of the conditional — it literally means
that if the engine light is on now, then both right now and
forever after the light is off. This was likely intended to be
what we would actually write as Engine ⇒ ⃝□(¬Engine)
(i.e., if the engine light is on now, then starting in the next
state (⃝) the light is off from that point onwards). This is a
slightly different kind of error from the above, where intead
of neglecting to formalize an expected pragmatic enrichment,
the participants assumed the formal logical expression was
subject to further pragmatic enrichment.

8Generic sentences are broader, including other non-temporal generaliza-
tions such as the popular “tigers have stripes” and “birds fly” examples.

Thus pragmatics seems to fully explain some commonmis-
takes, and appears to be a contributing factor to others. This
makes it relevant to both understanding the mistakes, and
considerations for design of new specification languages.

3.2 Language Acquisition and the Learning and
Design of Programming Languages

Pragmatics is not the only linguistics topic of relevance to
human factors. Linguistics underwent a major shift in the
early-to-mid 20th century towards the science of language
learning [128]. This body of work collaborating with neuro-
scientists and psychologists resulted in voluminous knowl-
edge about how to teach a second language, and how to
teach subsequent new languages (which, it turns out, have
important differences from acquisition of first and second
languages [11, 59, 151, 186]). Critically, this body of work
offers models of language acquisition that predict stages of
acquisition and common mistakes at different stages.
It is now well-established [145] (and has long been sus-

pected [154] and studied [108]) that natural language apti-
tude is a significant predictor of success in learning to pro-
gram. Thus it seems natural to explore the adoption of nat-
ural language teaching techniques into how programming
in general, or even for specific language features, is taught.
Work on programming education appears to have indepen-
dently discovered echoes of results from the teaching of
natural languages, whose literature could have been at least
anticipated some of these results based on accepted mod-
els of acquisition. This strongly suggests that the existing
linguistics literature could also be the source of inspiration,
guidance, hypotheses, evaluations, and other criteria directly
useful to work on programming education and learning of
new programming languages. This idea, broadly construed,
is not a new idea: Robertson and Lee [150] suggested this 30
years ago, though left the suggestion as a broad recommenda-
tion to emphasize considering several broad themes of import
(in 1995) to second language teaching, most of which were
not explained in sufficient detail to act on. Here we try to give
more specific guidance about parallels and relationships.
Language acquisition is the area of linguistics (overlap-

ping with psychology and other cognitive sciences) focused
on how humans learn natural languages. As we will explore,
much of this work seems highly relevant to the learning
of programming languages as well. In this domain, a per-
son’s first language is often short-handed as their L1, their
second language as L2, and so on, generalized as L𝑛. While
this phrasing assumes a linear order to language learning,
variants cover cases such as a simultaneous L1/L2 for people
who are raised bilingual (and simultaneous L1/L2/L3, and
further, are also possible).
It is not clear whether the first programming language

learned is closer to first language acquisition or second lan-
guage acquisition (or later acquisition, for novice program-
mers who are already bilingual or multilingual when they
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learn their first programming language), or really in between
(with unique features to the learning of programming), but
there are clear parallels after the first programming language.
It is common knowledge (common belief) among computer
scientists that once you know a certain programming lan-
guage, it is usually easiest to learn new languages in the same
family (e.g., another dynamically-typed object-oriented lan-
guage, or another statically typed functional programming
language), and bridging to different language families is more
difficult — students have an easier time transitioning from
Java to C# than from Java to Racket. This mirrors findings
among families of natural languages [151].

We will focus somewhat more narrowly on the problems
of what makes specific programming languages or features
easier or harder to learn, more or less intuitive. Much work
has been done in this space [17, 19, 76, 97, 104, 115, 131, 157–
159, 172, 180], though we are unaware of direct application
of ideas from natural language acquisition to the acquisition
of programming languages (though language acquisition
work is not fully disjoint from the broader learning sciences).
Some of claims that have drawn the most attention in this
space are based on studies with clear analogues to natu-
ral language scenarios which highlight confounding factors
known to be highly problematic in similar linguistics studies;
or yield results which are analogues of known results in lin-
guistics. In the former cases, familiarity with linguistics work
on language acquisition would suggest relevant confounds
which could be controlled for. In the latter case, the studies
remain worth carrying out for confirmation (natural and pro-
gramming languages do have differences!), but awareness
of results in language acquisition changes the perspective
on what the anticipated outcomes should be — explaining
why at least one seemingly controversial paper’s results are
actually quite natural, given that the experiment does not
seem to be testing what was intended.

In what follows, we focus heavily on the learning of syn-
tax. Naturally we wish for our students to understand more
than the syntax of programs in a given language, but also
general computational concepts that are not directly con-
nected to language — what a program denotes. But an easy-
to-overlook aspect of human language acquisition is that
some baseline amount of syntax must be learned before lan-
guage meaning can be addressed [141] (there needs to be
a language fragment whose meaning can be learned!). It
is well-known both anecdotally and scientifically, that the
need to learn syntax is not only a major major barrier to
novices learning programming languages, but also the first
encountered [42, 43, 80, 172, 175], leading to work on lan-
guages specifically designed to account for this [80, 81] and
pedagogical consideration of languages that seem to have
less complex syntax for basic programs (notably Scheme and
dialects [22, 23, 52, 53, 55, 56, 104, 148], though other aspects
of the language’s semantics and amenability to metapro-
gramming play a role in those explorations as well). Existing

results in applied linguistics predict or explain some of the
more surprising findings.

Static Typing. In a paper that drew significant atten-
tion at the time, Hanenberg [76] carried out a study which
showed no improvement in outcomes for 49 students using a
typed dialect of a new programming language, compared to
a group using an untyped dialect. Students using the typed
variant took slightly longer to get a working (executable, not
necessarily finished) parser (the goal project). The quality
(number of bugs) between the typed and untyped groups
was similar. However, Hanenberg’s students were still novice
programmers, drawn from a pool that had completed a single
Java course. The students were given a tutorial on the typed
or untyped variant of the new language, then given 27 hours
to implement a parser. This experiment was taken as a failure
of static typing to provide benefits.9 We will discuss how
work on natural language acquisition predicts this outcome,
and moreover provides an explanatory mechanism for this
outcome (thus should be used to guide future experiments
with similar goals).

Consider the analogous natural language setup: a group
of students whose only working language is German are
asked to write small passages in either English or French
after a short tutorial. Why is this analogous? German is
a language with 3 grammatical genders, where nouns are
declined differently for every case, each roughly akin to a
kind of typing of referents (so roughly, Java, or according to
[130], Rust). English and French both have similar word order
to German (for basic sentences, all three admit SVO word
order). All three languages require agreement in number
(singular vs plural) between verbs and subjects. However
the English case and declension system is greatly simplified
compared to German: English has no grammatical gender,
and aside from pronouns, nouns are typically not declined
according to case. French has only 2 grammatical genders,
and like German requires adjectives to agree with nouns in
gender and number. English and French themselves have
very similar word order.10

In this case, essentially all major theories of second (L2) [160,
182] and further (L3/L𝑛) [59, 151] acquisition predict that
the initial mental model for a new language is either the full
syntax of a known language, or at least defaults to reusing
syntactic assumptions of known languages. In the parallel
natural language setting above, we would expect L1 German
students just learning English or French to produce English
or French with similar sentence structure to correspondingly
simple German sentences. We would not expect the students
to produce English sentences any more quickly than they

9Note, however, that this was not the end of this line of research.
10For example, both tend to collect verbs together, as in “I want to read
the book” or “Je veux lire le livre,” contrasted with German’s movement
of non-primary verbs to the end of the sentence, as in “Ich will das Buch
lesen.”
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would French sentences, because they would essentially still
be mentally working in German. For learning a second
programming language after learning a typed language as
the first, applying any theories of natural language acquisi-
tion would predict that novice learners of the new language
would continue to structure their code in a type-based way,
even without type-checking feedback, because those are the
starting mental structures that are available.

So in effect, Hanenberg’s experiment did not test whether
there are benefits to static typing, because all participants
were effectively adhering to the same syntactic criteria. In-
stead the experiment tested whether students who knew
only Java11 would initially continue to write Java-like code
in a new OO language even without a the demands of a type
checker; nothing in the experimental setup would suggest
the students were informed of the relaxed syntactic con-
straints of the dynamically-typed language, or ways to take
advantage of the relaxed syntactic constraints. Even if they
were, short instruction and limited practice are not enough
to change the default mental structurs fluently. So as novices,
they most likely did what natural language learners do ini-
tially: early-stage learners, when a target language permits
grammatical constructions familiar from a known language,
tend to closely follow the familiar structures valid in both
one or more known languages [151, 186]. This is a familiar
experience for those of us who remember the early stages of
learning a second, third, or further natural language.
From that point Hanenberg’s results make perfect sense.

Both groups have similar error rates because they’re effec-
tively trying to write the same code, in the same intended
grammar, regardless of which experimental group they were
put in. This critique was raised intuitively by researchers
around the time the study was published, but essentially
based on “gut feeling.” This concern turns out to actually
have backing in the linguistics literature.
This also explains why the typed group took longer on

average to complete: both groups were trying to write the
same code, but only the typed group was told (by the type-
checker) when they deviated from their intent and was then
forced to correct things. (Interrupting a non-native speaker
to get them to correct grammatical mistakes slows their com-
munication by virtue of interrupting them.)

A computer scientist may object at this point: surely the ex-
perimental language variants had a parser, and both groups
received parser errors! So how is static type checking re-
lated to syntax? It is true that there was a parser for both
language fragments, but the assumption that type checking
is not about syntax neglects that programming language
implementations typically take a narrower view of syntax
than formal language theory, treating anything beyond an
𝐿𝑅(𝑘) grammar for small 𝑘 as “semantic analysis” in the

11With the possible exception of some students with prior programming
experience.

parlance of influential compiler texts. But of course, many of
those “non-parsing” tasks are categorized that way because
they are not efficient to implement in classical CFG-based
parsing frameworks. However, as we discuss in Section 6,
properties such as identifier scoping and even simple typing
are problems in the domain of context-sensitive languages,
not much beyond the class of mildly-context-sensitive lan-
guages that seems to bound human languages [21, 86, 166].
And particularly for novices, both classes of feedback appear
as “shapes of code that are allowed or disallowed.”

The point here is that decades of research on language in-
struction predict aspects of Hanenberg’s results. Still, while
the linguistics literature predicts that this experimental setup
would not measure what was intended, this extrapolation we
have just described does not automatically hold true — the
experiment is still valuable because it provides a confirmed
instance of an experiment in programming language acqui-
sition behaving as predicted by natural language acquisition
research, suggesting that other predictions from extrapo-
lation of language acquisition work are worth specifically
considering and checking. However, the analogy to the lin-
guistic context does change the framing of the experiment:
it makes Hanenberg’s findings the expected results given the
experimental setup.

Many of the ideas from the linguistics literature that pre-
dict these outcomes are from the 1990s and early 2000s,
though much of the specific evidence we are aware of, cited
above, stems from notable increase in L3 acquisition work
from roughtly 2015 onwards; thus we do not believe the re-
sults were necessarily obvious extrapolations from what was
known at the time of the study. However, given the connec-
tions described above, it seems likely that researchers pursu-
ing empirical studies on syntax in particular, and learning
of programming languages in general, would benefit from
examining analogous natural language acquisition settings
when designing experiments and framing results.

Intuitiveness of Syntax. Another appealing measure
of a programming language design besides productivity is
whether or not the structure of the language is intuitive, as
fuzzy a notion as that is. Our colleagues in design and HCI
deal with this notion themselves, and it is worth remember-
ing that what counts as intuitive depends heavily on past
experience and recent use, and can thus vary widely across
individuals. This is another place where decades of linguists’
experiences investigating the factors that make language
acquisition easier or harder has strong relevance.
Much of the current literature on learning the syntax of

programming languages (as typically understood in com-
puter science, excluding type systems) also presents findings
as surprising which are arguably predicted by linguistics
work on language acquisition. Monolingual learners of a
second language (L2) initially transfer expectations about
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syntax and lexical entries (words) from their one known lan-
guage [61]. Bilingual or multilingual learners of an additional
(3rd or later, L3/L𝑛) transfer grammatical expectations from
at least one known language, with strong evidence in favor of
mixed transfer frommultiple known languages [11, 151, 186],
and additional evidence in favor of transfer specifically from
the most typologically (structurally) similar language. Mul-
tilingual learners who use one language significantly more
than others are additionally more likely to transfer from their
dominant language [146], though it remains unresolved how
this tendency is balanced against closer similarity between
a non-dominant known language and the target language.
Critically, in any case, which language(s) a learner already
knows, and even the order in which they were learned [11]
and relative proficiency levels [161] has influence on the
initial learning process for any new language.
Adapting this framing to consider what programming

language syntax true programming novices would consider
easiest to learn yields some natural expectations. Monolin-
gual novices (with no programming experience) would likely
consider programming language syntax with grammar and
lexical entries (keywords) closest to their known language
more intuitive, because they could transfer more expecta-
tions from their original language without error. Bilingual
or multilingual novice learners (with no programming ex-
perience) who predominantly use one language would find
programming language with grammar and lexical entries
more similar to their dominant language to be more intuitive.
Adapting this to learners who have some prior program-

ming experience naturally becomes more muddled, as it is
clear that programming languages have significant differ-
ences from natural language (e.g., compilers and interpreters
do not engage in pragmatic implicature), but they are still
languages with lexical entries and grammatical structures
which can be transferred. Theories of L3/L𝑛 acquisition con-
sistently assume most if not all transfer will be from either
the most dominant language or the most typologically (struc-
turally) similar language [151, 186], but for learning a second
programming language, it seems reasonable that learners
would be more likely to transfer from their known program-
ming language than from one of their natural languages.
So we can make reasonable extrapolations for learner who
may be monolingual or multilingual with regards to natu-
ral language, but have basic familiarity with (exactly) one
programming language: most (or all) initial transfer would
come from the (one) known programming language.
For learners who have already gained significant experi-

ence with multiple programming languages, it seems rea-
sonable to project based on interpreting L3/L𝑛 theories of
acquisition with regard to known programming languages.
In this case, programming languages with grammar and
lexical entries (keywords) more similar to known languages
would bemore intuitive, with programming languages where

those features most resemble the learner’s most-used (domi-
nant) programming language being even more intuitive due
to greater opportunity for correct transfer from the most
familiar context.
In light of this, let us consider a study from Stefik and

Siebert [172], widely noted for finding that Java and Perl’s
syntaxes were not significantly more intuitive to novices
than a language with randomly-chosen keywords, while
Ruby, Python, and Quorum (a language designed by those
authors and collaborators to have more English-like syntax)
were deemed more intuitive based on novices’ accuracy in
intuiting small programs based on examples in one of the
languages. These were the take-aways from only two of the
paper’s experiments (Studies 3 and 4); two other experiments
(Studies 1 and 2) asked either first-year CS students or later-
stage students to subjectively rate how intuitive the syntaxes
of various programming languages were. A common critique
of this paper (more precisely of Studies 1 and 2 in the paper)
is that what is intuitive is highly subjective, and depends
on prior exposure to related ideas. This is a natural obser-
vation which is acknowledged in broad terms as a possible
confounding factor by Stefik and Siebert. Stefik and Siebert’s
accuracy evaluation (Studies 3 and 4) does directly address
this, by asking non-programmers to write a specified small
program based on an example in one of the experimental
languages (each participant was only shown examples in a
single language), and evaluating how close the responses
were to an intended program. A subset of the (extensive)
findings addressed that early students in Studies 1 and 2
generally preferred English keywords to punctuation, with
the partial exception of preferring a single equals sign for
equality comparisons, and that non-programmers had higher
error rates with Perl, Java, and a language with randomly
generated keywords than with Ruby, Python, or the Quorum
language designed by the authors and others (the study is
infamous in part because the mean accuracy for participants
in the Java group for Study 4 was only marginally better than
the random-keyword language). These results are valuable,
but presented as at least somewhat surprising. We would
argue that these aspects of the results are actually antici-
pated by extrapolating language acquisition research results
to programming languages. (Though again, this experiment
was worth performing to confirm that the programming
language case behaves consistently with knowledge about
natural languages.)

A general trend in Stefik and Siebert’s results was that Eng-
lish keywords were favored over punctuation by novices, and
languages that make heavier use of punctuation for operators
had lower accuracy for non-programmers. This is at least
partly explained by the lack of transfer of lexical handling
from natural languages and limited transfer from some pro-
gramming languages for punctuation. In natural languages,
punctuation is primarly a marker used for grammatical guid-
ance (such as nesting appositives in parentheses) or prosody
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(e.g., pauses), and is not meaning-bearing.12 But of course, ++
and similar operators in imperative programming languages
aremeaning-bearing! So this is loosely akin to learning a lan-
guage using a different script,13 which is known to introduce
additional difficulties in language acquisition [5, 13, 125].

Beyond predicting this trend, the linguistics literature sug-
gests refinements to the participant groupings for Studies
1 and 2 (of novice and experienced CS students). As noted
above, which language(s) a learner already knows when
learning a new language has a significant impact on many
aspects of learning [11, 98, 151, 186]. Stefik and Siebert de-
scribe their subjects for Studies 1 and 2 as “from a variety
of courses in the computer science department, including
freshman through junior and senior level courses that are
taught in a variety of languages (e.g., C++, Java)” [172]. Their
background surveys cover 13 and 15 languages (for their
syntax experiments), covering quite a few different program-
ming language families. So while the varied experience levels
(years in the CS program) were controlled for by separating
the groups, varied background (exposure to various subsets
of programming languages prior to the study, presumably
learned in varying orders), and unknowns regarding par-
ticipants’ dominant programming languages, treating this
breadth of subjects in a single pool seems to be a more likely
confounding factor.

This suggests likely follow-up studies to tease apart these
subpopulations with refined experimental design. Natural
language acquisition studies typically select target popula-
tions to specifically control for these factors, gathering par-
ticipants with specific amounts of experience, and pairing
populations. For example, rather than simply asking about
the intuitiveness of a certain language syntax from a broad
pool, selecting groups of L1-Python/L2-Java participants, L1-
Java/L2-Python participants (with appropriate criteria for
what counts as an L1 or L2 programming language), and in-
vestigating those participants’ views of a range of syntaxes.
Critically, the languages whose syntaxes were polled should
not overlap the set of known languages, though this is likely
harder to achieve in participant recruiting for programming
languages than with natural languages (and notably, cannot
be done solely with participants from a single academic insti-
tution in most cases, unless there are multiple introductory
sequences with opposing orders). Even better would be to
additionally compare to L1-Python and L1-Java learners who
knew nothing of the other language (e.g., L1-Python with
no Java exposure and vice versa).
Language acquisition work also highlights an important

understated limitation to the study, which was the exclusive
use of participants with high English proficiency. The paper

12Hermans [81] shares an amusing anecdote of a student pausing mid-
sentence when reading aloud an error message involving a comma, rather
than naming the comma.
13We avoid the word alphabet because not all languages use an alphabet,
e.g., Mandarin and Japanese.

notes that only 2 out of 196 participants in Study 1 (just over
1%), and 7 of 166 participants in Study 2 (just over 4%) were
non-native English speakers, meaning almost 99% and 96%
respectively were native English speakers. The study was
conducted at a US university, all of which require strong
scores on English proficiency exams for international stu-
dents whose home country’s official language is not English.
Numbers are not reported for Studies 3 and 4. So the study
results are, at best, true only for high-proficiency English
speakers; students whose primary language was not Eng-
lish may have found different syntaxes more intuitive than
this group, based both on linguistics results and more re-
cently on experiences with Hedy, with the notable example
of supporting right-to-left syntax for users whose dominant
language is right-to-left [175]. This is especially relevant for
low-proficiency English users [72].

Again, we must conclude that familiarity with the science
of how people learn natural languages is highly relevant to
studies of learning programming languages.

3.3 Other Linguistic Human Factors
Many other human factors aspects of program development
would benefit from linguistics knowledge. On the language
use side, we focused on subtleties of the communication
via an individual utterance in some abstract notion of a us-
age context. However, the linguistics literature goes much
deeper, and considers other aspects of communication as
well. Discourse analysis is the study of how longer language
exchanges — notably interactions— are structured. In Section
5 we discuss this in more detail in the context of analyzing
developer communications, but it also seems relevant to the
design of interactions with tools. On the language learning
side, there is a rich literature on individual differences in learn-
ing, connected to this term in the broader field of learning
science and its particular intersection with linguistics, going
well beyond some of the high-level mention in this section of
factors like which specific languages a learner already knew,
and what order they were learned in. One example with a
clear analogue to programming languages is that extramural
use of a language (i.e., use outside the classroom and assign-
ments) has a significant impact on gaining proficiency [174];
this connects to student use of a particular programming
language in hobby projects, hackathons, and jobs. Given that
most of our programming languages, tools, and knowledge
repositories emphasize the textual form, knowledge of how
humans interact with natural language seems worthwhile.

4 Evolution of Language Design and Use
Let us now shift our perspective slightly, from the focus on in-
dividual humans thinking about programs to the languages
themselves, but still considering that humans as a group
play a role in the design of programming languages. There
is a question of to what degree programming languages
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are designed vs. evolve. Unquestionably, programming lan-
guages are designed and engineered in ways that human
languages (with the exception of conlangs [64]14) are not.
Some authors [77, 171] have critiqued the design process of
programming languages for not basing every evolution on
controlled trials showing benefits.15 However, even setting
aside the narrow epistemology of expecting every language
change to bring widespread obvious benefits to all users
while language designers acknowledge adding features use-
ful in narrow but high-value cases (Gibbons [62] points to
other flaws in this thinking), the choice of language feature
inclusion has always been as much a social process as a tech-
nical one. Anyone who has been involved with a language
standardization effort, or even a proposal for a language en-
hancement, will readily admit that usually the social case
must be made before technical feasibility is even considered.
A linguistics area of relevance is the study of language

contact and change [85], which studies how different lan-
guages change when used simultaneously by the same peo-
ple. An analagous situation arises in the creation of software:
a plurality, if not a majority, of developers work with mul-
tiple programming languages, and naturally habits from one
language tend to carry over to others (see earlier discus-
sion on language acquisition), sometimes leading to growing
demand for new language features and thus to language
extensions, either officially or via libraries or metaprogram-
ming. Examples of this can been seen in the gradual spread
of asynchronous programming constructs like async-await
spreading across established languages (e.g., from research
languages [122] to niche production languages like F# [176]
to mainstream languages like C# [15], and JavaScript [114]),
or type classes (popularized by Haskell [74] before spreading
to Scala [132] and Rust). At a minimum developers working
across different languages are known to result in code writ-
ten in one language (e.g., Python) in a style more typical of
another (e.g., Java) — non-idiomatic code. Such code may be
more difficult to understand (or less efficient to execute) than
idiomatic code, leading to existing efforts to automatically
normalize non-idiomatic code [188–190].
Two major ways programming languages evolve are by

borrowing features from other languages and by developing
shorthands for expressing common idioms that were origi-
nally more verbose. It turns out, these are also the two major
ways that human languages evolve:

• Languages in regular contact [85] (in the sense of hav-
ing a large number of multilinguals working in that
particular combination of languages) tend to absorb
features either by intentional mimicry (loanwords and

14Constructed languages, which are mostly languages designed for hobby
purposes, though occasionally for books or cinema.
15Though we also note they do not demand the same evidence for li-
brary evolution, despite many libraries acting as embedded domain-specific
languages.

borrowing phrases across languages [143]) or acciden-
tal cross-pollination (when non-native speakers en-
counter an idea they wish to communicate but lack the
lexical or grammatical knowledge to express it in the
target language, they often fall back tomixing in lexical
entries or grammatical structures from a more domi-
nant known language [153]), which sometimes stick.

• Idioms and additional meanings develop via a variety
of methods, but most prominently via gradual merg-
ing of words and dropping of portions [103]. Linguists
believe this is a natural mechanism to optimize com-
municative efficiency.

We can see examples of human language transfer in action
even in our own scientific literature. For example, there are
examples throughout the literature of a grammatical con-
struction involving “to ⟨verb⟩” in places that native English
speakers deem it awkward, such as “to synthesize a type is
straightforward” rather than “synthesizing a type is straight-
forward.” These arise from work by authors whose primary
language lacks a direct equivalent of the English gerund (the
-ing ending). For example, the sentence above in German
would be either “einen Typ zu synthetisieren ist unkom-
pliziert” (the most parallel translation) where “zu synthe-
sisieren” translates word-by-word as “to synthesize” or “das
Synthetisieren eines Typs is uncompliziert” (literally, “the
synthesis of a type is straightforward). As this new form
proliferates, it is likely to eventually be accepted as typical
by native English speakers, used by them outside academic
contexts, and so on. Or consider that a common construc-
tion in linguistics text is to say that some construction or
analysis or interpretation “obtains.” The word “obtains” in
typical English requires a direct object that is the thing being
obtained, where the subject is the actor doing the obtaining;
linguists however use “X obtains” to mean that someone or
something managed to “obtain X.” For example, “the typing
derivation obtains” or “the analysis result obtains.”
We can see examples when developers attempt to carry

idioms from one programming language to another. Com-
plaints about such idioms seeming natural but either being
disallowed or performing poorly lead to language changes.
Consider Java finally acquiescing to add closures in 2014.

Many programming language changes are driven by sim-
ilar shorthanding mechanisms, such as the now-popular
addition of for-each loops to replace manually writing code
to retrieve and then loop through an iterator.
Other changes are a combination of both. Consider the

relatively recent addition of pattern matching switch state-
ments to Java. This is a feature that was common in other
related languages (C# and Scala as closest competitors in
the field, besides the decades of earlier examples) but were
added largely because it permitted more concise expression
of patterns that were already prevalent in Java code. The
documentation [133] explicitly motivates the use of every
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form of pattern matching as a more concise alternative to
common idioms.

These aspects of natural language evolution, and clear par-
allels in how programming languages do evolve in practice,
further suggest considering the common-sense position that
programming languages, like natural languages, are subject
to multiple constraints beyond learnability.

When it comes to studying change in usage over time, the
broad family of corpus linguistics techniques has relevance,
given the abundance of studies in how usage of language
features changes over time, via the intersection of historical
or diachronic linguistics (the study of language change over
time) with corpus linguistics [87].

5 Corpus Methods, for Programs and Text
About Them

Let us now shift our attention down another layer of detail,
to focus more squarely on linguistic textual data (whether
text about programs or the text of programs themselves)
and how to process it, through the lense of methodological
tools from linguistics with relevance to PL and SE. Corpus
linguistics offers many parallels with and lessons for PL and
SE research. One of its major domains of application has
been to the study of extended conversational texts, a topic
of perrenial interest in software engineering.

Corpus Linguistics and Empirical Studies. Empirical
studies have played a significant role in software engineer-
ing [10, 16, 18, 35], program analysis (of all varieties) [95,
129], and even the design of programming languages (the
classic value restriction for ML polymorphism was based
on a simple corpus study [187], and more recently adjust-
ments to Julia’s type system have been validated based on an
extensive study of public Julia code [14]). Likewise, empiri-
cal analyses of the relative frequency of various linguistic
phenomena has been a source of great knowledge for lin-
guists, and is roughly as old as software engineering, with
the practice emerging in earnest starting in the 1950s [120],
and solidly established by 1967 [105].16 The simplest form
of corpus linguistics studies relative frequencies of different
occurrences (e.g., of words (known as lexical variation), or
grammatical constructions [4]), which may (as in PL and
SE research) be either manually annotated or programmat-
ically identified. Another step in that direction concerns
the change in properties of corpora over time, which has
a long history in linguistics [87], and which programming
languages and software engineering researchers have rein-
vented alone to study phenomena such as the adoption pro-
cess of Java generics [136]. While our motivations for such
studies might differ from the motivations for studying the
16A determined proponent of linguistics could make a case that corpus
linguistics is in fact a couple millenia older than software engineering,
with early grammars of Sanskrit discussing relative frequency in written
literature of the time [96].

(once-contentious [25]) emergence of singular “you” to dis-
place “thou” in English, many of the same principles apply
to data gathering and analyses for these problems.
Much empirical work in SE and PL independently mo-

tivates separate techniques from corpus linguistics, based
on general statistical knowledge (e.g., a notion of seeking
a representative sample) and the particulars of the domain
and question at hand. While such results are valid when
well-executed [9], it seems highly unlikely that empirical
software engineering has already independently invented all
of the relevant insights used in another discipline that studies
relative frequencies of phenomena in largely-textual data.

Corpus linguists have spent decades focusing on the finer
points of obtaining reasonably representative samples and
dealing in principled ways with known skew in datasets,
including sampling across various subpopulations, and even
articulating how to determine when a group is a subpopu-
lation [47]. Indeed, there are examples of ways to examine
corpora that we have yet to see reflected in many empiri-
cal SE studies or nearly any PL studies.17 Most large-scale
empirical investigations in our fields are focused on frequen-
cies: how often a phenomenon of interest occurs, in any
context. The corpus linguistics literature suggests additional
views that would be of interest. Corpus linguistics has de-
veloped systematic approaches to studying various kinds
of co-occurrence of features of interest [170, 177]. For ex-
ample, one key technique beyond frequency is analysis of
collocations [57, 113]: alternatively either the frequency with
which two items of interest are adjacent or the examination
of which pairs (or trios, etc.) of items co-occur together fre-
quently. A natural SE application of this idea might be to
analyze which APIs are used together frequently (while not
necessarily being code clones), perhaps to identify candi-
dates for refactoring out common logic [28]. Linguists have
applied corpus linguistics techniques to study a range of
other problems with analogues in PL and SE discussed later.

Discourse Analysis. So far we discussed the connection
between ideas from corpus linguistics and analysis of soft-
ware code. Unsurprisingly, such ideas can also be applied
to natural language written about software or code, where
the lessons of linguistic corpus analysis become even more
relevant given the focus on natural language. In this case
software engineering researchers have already pursued some
forms of this, such as analyzing the linguistic structure of and
categorizing noun phrases in bug reports [101], with an eye
towards consequences. But software engineering research
has also explored corpora of bug reports [191], chat logs [32–
34], mailing lists [73], specifications [46, 149], and more.

At least some ideas from linguistic annotation of corpora
have made their way into software engineering work [6],
but there is more to be had.
17We are intentionally excluding here small-scale empirical investigations,
such as when a pluggable type system is run on a small number of programs.
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Linguists have also studied many of the same topics whose
corpora are studied now in software engineering, though in
broader contexts under the broad area of discourse analysis:
the study of how meaning is conveyed across larger pieces
of text (think software requirements) and interactions/dia-
logue (think developer chats and mailing lists). This includes
study of both various forms of communication (e.g., chat mes-
sages [1], email [36, 39], contracts [68]) and cross-cutting
aspects of communication such as how emoji [45, 118, 155]
and humor [88] are deployed, and howwork relationships be-
tween participants influence these interactions [75, 88, 140].
This work covers a wide range of phenomena in written
artifacts which would seem to have relevance to software en-
gineering analyses, and incorporates a variety of techniques
and theories drawn from other areas of linguistics (notably
sociolinguistics). Much of the relevant work is under the
heading of computer-mediated communication or computer-
mediated discourse analysis [83, 84], including work studying
the choice of which communication method to use [126, 127].
And these are not merely case studies, but proposals for ways
to systematically understand unique aspects of these forms
of communication. For example, there is extensive work on
disrupted adjacency [60, 82], where multiple threads of con-
versation are interleaved in chat or email contexts, which
has been tackled in SE [31, 48] (note that the state-of-the-art
in doing this for developer chats [31] is directly derived from
techniques drawing on discourse studies in linguistics [49]).
Note that we are not suggesting that any of the SE work

above is redundant; most discourse analysis work in lin-
guistics is focused on understanding reasons for behaviors
and factors in choices of behavior, and how information is
communicated. Much (though not all) lacks proposals for
algorithms to extract or reconstruct relevant views of infor-
mation, and we are unaware of any that applies that knowl-
edge directly to software engineering contexts. But it seems
likely, given the overlapping interests of the communities,
that there is opportunity for discourse studies to suggest
approaches or explanations, or contextualize results, in ways
complementary to existing SE work.

6 Analysis of Program Text
Finally, let us shift our focus down a few more notches. We
have discussed high-level human factors, mid-level questions
of how humans influence the evolution of languages, and
research techniques. Let us now discuss specific technical
tools from linguistics with direct relevance to programming
language design and implementation. When designing and
implementing programming languages, we spend a great
deal of time dealing with the definition, modeling, and anal-
ysis of the syntax and semantics of programming languages.
Again, linguists have decades of experience doing the same
for natural languages, and have come from such a different

perspective that they have concrete solutions to challenges
PL and SE researchers are actively working on.

Syntax and Grammar. Practically every undergraduate
computer science program, and most software engineering
programs, require their students to take a course on for-
mal language theory, focusing on finite state machines and
automata, context-free grammars and pushdown automata,
and Turing machines. Often lost in the shuffle is that these
ideas arose originally out of linguistic investigations of the
complexity of natural language syntax; the gradation of com-
plexity between regular, context-free, context-sensitive, and
recursive languages is called the Chomsky Hierarchy be-
cause Chomsky (a linguist) was the one who articulated the
gradation [37]. These courses tend to gloss over the context-
sensitive languages because their grammatical characteri-
zation is slightly awkward, and computationally the notion
of a linear-bounded automaton looks like an artificially lim-
ited Turing machine — why bother bounding the tape? This
conflation however has, we believe, limited the imagination
of language designers, even as colleagues in computational
linguistics explore grammatical formalisms with additional
power and tractable parsing [93, 106, 107].
Consider that nearly every example of a language mod-

eled on a Turing machine in popular automata theory texts
— 𝑎𝑛𝑏𝑛𝑐𝑛 , 𝑎𝑛𝑏𝑚𝑐𝑛𝑑𝑚 , {𝑤𝑤 | 𝑤 ∈ Σ∗}, and more — are in fact
context-sensitive(!), and use only linearly-bounded amounts
of tape. This conflation seems, anecdotally, to lead to a con-
fusion that anything beyond context-free languages is hope-
lessly intractable, and that all programming language syn-
tax is inherently context-free, when in fact the distinction
between syntax and semantics is somewhat subjective. Con-
sider the problem of checking that a program identifier is in
scope. Typical language implementations parse a program
using a context-free grammar that ignores scoping, then per-
form a series of analysis passes over that parse tree to check
properties like scoping and typing. We have seen preprints of
published machine learning papers (later corrected in press)
which initially indicated surprise that context-free gram-
mars were insufficient to avoid generating programs with
ill-scoped identifier uses, even though identifier scoping is
inherently a context-sensitive property, for the same reason
XML is a context-sensitive language: the set of identifiers (or
XML tag names) is not finite, so well-scoped programs / valid
XML documents cannot be captured by a finite set of context-
free production rules.18 In fact, the form that scope checking
takes — a recursive walk over a tree where identifiers are
typically expected to be declared in higher/earlier nodes of
a parse tree — can be modeled as a non-deterministic push-
down tree automaton; the yield languages of such automata

18 Note that even matching a single pair of opening and closing XML
tags requires matching the tag name in order — just validating that
<mytag></mytag> has matching tags without hard-coding mytag in the
grammar is non-context-free, a cousin of {𝑤𝑤 | 𝑤 ∈ Σ∗}.
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(the in-order serialization of leaf nodes of accepted trees) are
exactly the context-sensitive languages [156]. (This is why
identifier scoping, and even type-checking for type systems
without type-level computations, are in fact context-sensitive
language problems, though they are typically implemented
in terms of trees rather than strings.)

In short, context-sensitive syntax is plausible, and in fact
already used in any statically-typed language, just formal-
ized implicitly as the intersection of a context-free grammar
and a pushdown tree grammar, an idea that has now arisen
for other purposes in PL [3]. There is strong evidence that
many human languages are not context-free [21, 86, 166]
and lie in a restricted class of mildly context-sensitive gram-
mars [93]. For example, Higginbotham [86] gives a fragment
of English using gendered pronouns to demonstrate cross-
serial dependencies of grammatical agreement, much like
the cross-serial dependencies in Dutch [21] which inspire
the textbook non-context-free language 𝑎𝑛𝑏𝑚𝑐𝑛𝑑𝑚 . These
mildly context-sensitive gramamars can also be parsed effi-
ciently [93, 94, 106] — not as efficiently in the worst case as
context-free grammars of course, but efficiently enough that
such grammars are plausible (𝑂 (𝑛6) upper bounds rather
than 𝑂 (𝑛3)). In principle one could establish complexity re-
sults on various type-checking problems by connecting them
to the rich literature on tree automata and grammars, though
to the best of our knowledge this has not been explored.

A useful trend in linguistic grammars, as opposed to many
of the context-free grammars used in programming lan-
guages and software engineering, is the emphasis on lex-
icalized grammar formalizations. These formalizations shift
the emphasis from describing the abstract phrase types to
describing simply how individual words combine with ad-
jacent constructions. The result is that it becomes easier
to specify grammars modularly: adding a new grammat-
ical construction is “simply” a matter of giving a certain
grammatical “type” to a new word. In a world of language
workbenches [184], wouldn’t it be nice to mix andmatch syn-
tactic fragments modularly for experiments? In fact, there
are already papers where this has been necessary, such as
abstracting over the addition of new evaluation contexts for
parameterized studies of effect checking [117]. One could
also argue that work on metatheory a-la-carte [40, 41, 92]
does something similar when defining grammatical struc-
tures indirectly, for example by defining ASTs using an alge-
bra over partial Mendler encodings [99], though in that case
a final fixed tree structure is still computed (as a least fixed
point), so a full set of language (syntax) extensions must be
fixed at some point in time.
Lexicalized grammars remove this restriction. Consider,

rather than the classic CFG for arithmetic expressions:
𝑒 ::= 𝑛 | 𝑒 + 𝑒 | 𝑒 − 𝑒

a lexicalized version, using Lambek’s syntax [109] and a
couple general combinatory rules:

+ ⊢ (𝑒 \ 𝑒)/𝑒 − ⊢ (𝑒 \ 𝑒)/𝑒

𝑛 ⊢ 𝑒
𝑠 ⊢ 𝐴 𝑠′ ⊢ 𝐴 \ 𝐵

𝑠, 𝑠′ ⊢ 𝐵
⇐

𝑠 ⊢ 𝐵/𝐴 𝑠′ ⊢ 𝐴
𝑠, 𝑠′ ⊢ 𝐵

⇒

This is a presentation of the same grammar as a Lambek cal-
culus [109] with an additional unary rule to promote numer-
als to expressions. Plus and minus operators are each given
a grammatical category, in this case both slash categories
indicating they are syntactically directed functions. Each
takes an 𝑒 to its right, followed by an 𝑒 to its left, resulting in
an 𝑒 (in both cases, the slashes act as grammatical function
type constructors, and the argument is “under” the slash).
The first two lines describing the plus and minus oper-

ators are the lexicon, where each entry gives the assumed
grammatical role for various lexical items (here the opera-
tors). We explain the grammatical roles momentarily.19 The
rules above have conclusions of the form 𝑠 ⊢ 𝑐 , which we
can read as saying “the sequence of words 𝑠 can be parsed
as belonging to grammatical category 𝑐 . They are inference
rules of the form common in logic and type theory: to con-
clude the claim below the line, one must prove (using the
same set of rules) all claims above the line. 𝑠 , 𝐴, and 𝐵 are
variables ranging over (non-empty, but possibly singleton)
word sequences (𝑠) or grammatical categories (𝐴 and 𝐵).

The first rule above can be read as saying that any number
𝑛 is an expression (𝑒). The second rule (labelled ⇐) reads as
saying that for any two sequences 𝑠 and 𝑠′, if 𝑠 has grammat-
ical category 𝐴, and 𝑠′ has the grammatical category 𝐴 \ 𝐵
indicating that it would be a 𝐵 if an argument of category 𝐴
were placed to its left, then as long as 𝑠 is actually placed to
the left of 𝑠′, the two can combine into a fragment in gram-
matical category 𝐵. The final rule (⇒) is symmetric, with the
“function” category looking to its right for an argument, and
the fragment 𝑠′ on the right is the argument in this case.

This presentation is similar to writing a CFG in Chomsky
Normal Form, where all rules combining non-terminals are
binary. The rules are in fact logical rules of inference, and a
derivation is isomorphic to a (binary) parse tree (with leaves
at the top). Thus the categorial grammar equivalent of a
parse tree witnessing that 3*3 is an expression would be:

3 ⊢ 𝑒
∗ ⊢ (𝑒 \ 𝑒)/𝑒 3 ⊢ 𝑒

∗3 ⊢ 𝑒 \ 𝑒
⇒

3 ∗ 3 ⊢ 𝑒
⇐

Presenting the rules this way — lexicalized, with each rule
anchored to a piece of syntax — allows concise syntactic ad-
ditions, specifying new constructs simply by giving new lexi-
con entries like those given for + and−. Specifying multiplica-
tion and division in this way is not particularly enlightening,
19It is possible to extend what we describe here to deal with deriving lexicon
entries for derived word forms from their base forms.
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but one could add an additional base category 𝑏 (booleans),
give every comparison operator the category (𝑒 \𝑏)/𝑒 (look-
ing first to the right for an expression, then left for another
expression, resulting in a boolean expression), boolean oper-
ators (𝑏 \𝑏)/𝑏 (similar, where the arguments are boolean ex-
pressions), and continue building, without revisiting the com-
binatory rules. The presence of the slash categories removes
the need to name many intermediate categories, in exchange
for some familiarity with functional programming or sub-
structural logic. Parsing algorithms exist for this approach
which do not require additional compilation or grammar
transformation, making it suitable for use in language work-
benches or for language support for syntactic extensions.
Nothing in this approach forbids giving multiple lexical

entries for the same construct: try for example may have
distinct entries for whether or not a finally block follows.
Note that we ignore operator precedence here, but this (and
other syntactic extensions) can be modeled in this approach
as well. Lest this raise questions about how semantics might
be given to programs with syntax given in this way, we
discuss this next.

Semantics. “Formal semantics” in linguistics is the study
of formal models of meaning, including meanings that may
vary by context. Most approaches assign mathematical mean-
ings to parse trees of sentences (or larger texts) composition-
ally, composing the meanings of subtrees to produce the
meaning of a tree node much like denotational semantics
assigns meanings to abstract syntax trees.20 While many se-
mantic representations are used in linguistics (and especially
computational linguistics), it is generally agreed that any
semantic representation used should have a denotation in
terms of some formal logic, or a lambda calculus with a Heyt-
ing Algebra (an algebraic abstraction of logical operators) at
its core [110]. Ultimately this should not be terribly surpris-
ing: the progenitor of most modern approaches to linguistic
semantics was Richard Montague [123, 124], a logician by
training (a PhD student of Tarski, in fact). Thus modern ap-
proaches to linguistic semantics and programming language
semantics have common roots.
Natural language, like all programming languages, has

expressions which refer to other expressions, including pro-
nouns (“it is up-to-date”) and some uses of definite articles
(“the system orchestrator”). As in programming languages,
some of these references are resolved statically, while others
are resolved dynamically. Formal grammars with semantic
components often include variants of a classic proposal [91]
to add grammatical categories𝐴|𝐵, that is, an𝐴 with a 𝐵 (the
referent) missing somewhere internally, essentially tracking
the set of free variables of an expression, plus rules that com-
binewith the𝐴while lifting the𝐵 (e.g., a𝐶/𝐴 left of𝐴|𝐵 turns

20This is slightly over-simplifying, since denotations are sometimes ascribed
to derivations involving trees, rather than trees themselves, though the same
caveat carries over analogously to our discussion here.

into 𝐶 |𝐵). There are also dynamically resolved references
(akin to heap accesses), if semantics are enriched to pass a
data structure modeling the current state of discourse (see
Section 5), those correspond to dynamic lookups in a data
structure [71, 119], as a special case of the use of (delimited)
continuations in natural language semantics [12]. Thus one
could use these grammar formalisms to specify the semantics
of language construct extensions directly alongside syntactic
extensions, in a fully modular fashion (recall that continu-
ations can be used to express computational effects [54]).

As a concise example, we revisit the arithmetic expressions
from earlier, this time giving denotational semantics as part
of the grammar combination rules:

𝑛 ⊢ 𝑒 ⇒ parseNum(𝑛)
𝑠 ⊢ 𝐴 ⇒ 𝑎 𝑠′ ⊢ 𝐴 \ 𝐵 ⇒ 𝑓

𝑠, 𝑠′ ⊢ 𝐵 ⇒ 𝑓 𝑎

𝑠 ⊢ 𝐵/𝐴 ⇒ 𝑓 𝑠′ ⊢ 𝐴 ⇒ 𝑎

𝑠, 𝑠′ ⊢ 𝐵 ⇒ 𝑓 𝑎

This grammar is the same as the earlier example, extended
with a term of a lambda calculus representing how meanings
are composed, to the right of ⇒ in each rule. The semantics
of a (string representation of a) number are given by reifying
that number as a numeric datatype. The semantics for the
“predicate-argument” rules of the grammar are in fact func-
tion application: the text fragment whose grammatical cate-
gory has a slash with an argument is in fact a function taking
an argument, and its semantics (𝑓 ) are applied to the seman-
tics of the argument (𝑎). Here, there is a strict relationship
between the grammatical categories and their denotations:
𝑒s denote numbers (we ignore representational choices here),
slash types denote functions from the denotation of their
grammatical domain to the denotation of their grammatical
codomain. Lexical entries are similarly augmented with se-
mantics. For example, the denotation assigned to ∗ would be
_𝑟 . _𝑙 . 𝑙 ∗ 𝑟 (where the ∗ in the semantics is the denotational
multiplication operation). Thus we can extend our earlier
“parse tree” to both parse and assign semantics:

3 ⊢ 𝑒 ⇒ 3
∗ ⊢ (𝑒 \ 𝑒)/𝑒 ⇒ _𝑟 . _𝑙 . 𝑙 ∗ 𝑟 3 ⊢ 𝑒 ⇒ 3

∗3 ⊢ 𝑒 \ 𝑒 ⇒ _𝑙 . 𝑙 ∗ 3
3 ∗ 3 ⊢ 𝑒 ⇒ 9

Note that the ∗ on the left is syntax for multiplication, while
the ∗ on the right is the actual multiplication operation of
the lambda calculus for the semantics.

As with the syntax example, this does not demonstrate the
full generality of this technique. Studies of formal linguistic
semantics have ventured far into the domains of semantics
that exploit monads [8] and continuations [12] in conjunc-
tion with syntax (of natural language) given in this form.
These ideas compose neatly with parses of context-sensitive
languages as above, as the result of the parsing remains a



The Linguistics of Programming Onward! ’24, October 23–25, 2024, Pasadena, CA, USA

3 ⊢ 𝑒 ⇒ (Const 3)
∗ ⊢ (𝑒 \ 𝑒)/𝑒 ⇒ _𝑟 . _𝑙 . Times 𝑙 𝑟 4 ⊢ 𝑒 ⇒ (Const 4)

∗ 4 ⊢ 𝑒 \ 𝑒 ⇒ _𝑙 . Times 𝑙 (Const 4)
3 ∗ 4 ⊢ 𝑒 ⇒ Times (Const 3) (Const 4)

Figure 1. Producing a classic parse tree from a categorial grammar.

tree structure (recall that common restrictions on trees yield
context-sensitive languages [156]). This can also be extended
beyond the typical realms of semantics for natural languages,
including generating formal specifications [67, 162, 163] or
even tests [66] in fragments of English with limited vocab-
ulary but no a priori restrictions on grammatical structure.
This seems a promising toolbox for modularly defining lan-
guage syntax and semantics.

This kind of need formodularity arises not only inmetathe-
ory [40, 41], but also in practical implementations. Hermans’
Hedy language [80] is one of the few languages which actu-
ally internationalizes its syntax (and script [175]). Van der
Storm and Hermans [183] describe how this works via a
rich formalism for defining modifications or derivatives of
context-free grammars which can be compiled into parsers
yielding the same structures, even when parsing a localiza-
tion of Hedy which may not only translate constants and
keywords, but even change ordering of portions of syntactic
constructs. They also describe grammar-level support for
language levels (where certain constructs are withheld for
students at varying points in their learning) akin to (though
seemingly more flexible than) the language levels used in
teaching Racket [52, 56]. Lexicalized grammars can do much
of the same. We could switch our arithmetic example to
prenex operator syntax by swapping the operator entries
above for + ⊢ (𝑒/𝑒)/𝑒 ⇒ _𝑙 . _𝑟 . 𝑙 + 𝑟 . This entry differs from
the earlier entry for + by looking for both arguments to its
right. The first (outer, rightmost) 𝑒 argument will be the left
argument, and the inner 𝑒 argument will be to the right of
that partial parse result:

+ ⊢ (𝑒/𝑒)/𝑒 ⇒ _𝑙 . _𝑟 . 𝑙 + 𝑟 3 ⊢ 𝑒 ⇒ 3
+ 3 ⊢ 𝑒/𝑒 ⇒ _𝑟 . 3 + 𝑟 4 ⊢ 𝑒 ⇒ 4

+ 3 4 ⊢ 𝑒 ⇒ 7

Something similar to (the syntactic aspects of) language
levels can be done by partitioning lexical entries and in-
cluding only entries from the desired range when parsing
(similar to how van der Storm and Hermans handle produc-
tions from different levels). Localization (swapping in entries
for different natural language keywords and syntactic rear-
rangements) can be handled by also controlling which lexical
entries are included or excluded, e.g. swapping in a lexical
entry for wahr rather than true when localizing to German.
Moreover, semantics are not required to be logical for-

mulae or other structures with established mathematical

denotations, but the results can in fact simply be other struc-
tures, such as more traditional parse trees. As a toy example,
we could consider changing parsing order and symbols while
still generating an arithmetic expression from an AST:

type Expr = Const Nat | Add Expr Expr | Sub Expr Expr | ...

We can replace the earlier lexical entries for + and ∗ by

+ ⊢ (𝑒 \ 𝑒)/𝑒 ⇒ _𝑟 . _𝑙 .Add l r

∗ ⊢ (𝑒 \ 𝑒)/𝑒 ⇒ _𝑟 . _𝑙 . Times l r

(and similarly for other operators) to generate ASTs rather
than denotations, as in Figure 1. (This applies to the prenex
version just as easily.)

Experienced language implementors might ask at this
point what error messages would look like for such an ap-
proach. This is an excellent open question, whose solutions
would have applications in both PL and SE research [66, 67]
and linguistics.

7 Conclusions
We conceive of this essay as an invitation to PL and SE
researchers to sample from the deep, broad reservoir of lin-
guistics ideas. In this essay we have attempted to draw out a
wide range of connections between problems addressed by
software engineering and programming languages research
in regard to programs (and text about programs), and ques-
tions addressed by linguistic research in regard to natural
language in varied contexts. We have demonstrated a range
of thematic parallels between these two sides suggesting
some potential value, examples of linguistics results refining
the context for results from PL and SE research, and touched
on cases of likely productive transfer from linguistics into
PL and SE research. Our examples, large and small, have
drawn out the connections across many facets of PL and SE
research, from human factors like interpretation of linguistic
instructions and learning of programming languages, to so-
ciological processes of language evolution, general method-
ological concerns, and specific technical devices. Our hope is
that this encourages researchers in these areas to explore the
wealth of ideas that linguists have been exploring for decades
in parallel with our communities’ work, for additional per-
spective if not direct gain. Linguistics as a field has insights
close to virtually every corner and every style of research in
programming languages and software engineering.
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