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Abstract—One of the key challenges in using formal meth-
ods is producing accurate formalizations of natural language
requirements, as providing incorrect formalizations may miss
bugs or even codify their existence. Yet despite this critical
role, recent studies have revealed that even experienced experts
make mistakes when formalizing relatively simple specifications
in Linear Temporal Logic (LTL). We analyze the data from
one recent study from the perspective of linguistic phenomena
that enrich what is said with additional meaning. We find
that misunderstanding whether and when to formalize these
phenomena could impact nearly half of novice mistakes and most
expert mistakes in the dataset. We conclude that further study of
the relationship between natural language specifications and these
specific phenomena has potential to reduce misformalizations.

Index Terms—linguistics, pragmatics, temporal logic, formal
specification

I. INTRODUCTION

Formal methods have long been a promising approach to
improving software correctness, and after years of deployment
in safety-critical domains or high cost-to-repair domains (such
as hardware), are seeing a resurgence of interest in parts of
the software industry [1], [2]. However most formal methods
require a formal specification of the properties to check.
These specifications are typically obtained by manual trans-
lation of natural language specifications into a tool-specific
formalism (LLM assistance is briefly discussed in Section IV).
This translation is critical: formalizing a property incorrectly
may codify that some misbehaviour should exist (instead of
shouldn’t) or may under-constrain the system’s behaviour;
either results in missing defects.

Moreover it is error-prone. Greenman et al. have recently
conducted studies [3], [4] analyzing the sorts of mistakes made
even with small, single-sentence specifications — by both
students and experts — when translating into Linear Temporal
Logic (LTL) [5]. Their detailed analysis breaks down the spe-
cific symptoms of mistakes which appear in misformalizations.
However, they only characterize possible causes of mistakes
based on reasonable interpretation as experienced formal meth-
ods researchers and teachers, leaving aside subtleties linguists
have studied in how natural languages express time.

In linguistics, the expression of temporal ordering has
emerged as one of the most subtle aspects of natural language
meaning. Therefore, we hypothesize that many misformaliza-
tions of temporal properties are likely due to the subtleties of
general natural language interpretation, rather than confusions

about the target formalism. We previously posited [6] that
some mistakes may be due to pragmatic factors — those
related to the implicit intended meaning carried by natural
language, which goes beyond what is explicitly stated — and
that disagreements between how time naturally advances in
natural language narratives and does not necessarily advance in
temporal logics may explain other mistakes [7]. However those
claims were not grounded in careful data analysis. This paper
tests those theories by analyzing mistake data from Greenman
et al’s earlier English-to-LTL translation experiments, and
comparing those factors to the incorrect answers provided by
their study participants. We find that nearly half of student
mistakes (12/25) and a solid majority of expert mistakes
(12/15) are related to specific linguistic factors discussed
posited in earlier work (explained below). This means that
these well-studied aspects of natural language are likely sig-
nificant factors in misformalization with LTL, and more user
awareness of how these aspects of natural language function
may lead to better formalization, instruction, and tool support.

II. PRAGMATICS, NARRATIVE TIME, AND HABITUALS

Pragmatics is a subfield of linguistics addressing the gap
between what is explicitly said and what meaning is intended
by the speaker to be communicated. A classic example is

I got on my horse and I rode into the sunset. (1)

Here the word “and” strictly speaking denotes logical
conjunction — which does not directly imply anything about
the temporal ordering of conjuncts. But (1) is understood to
mean that the speaker/writer first got onto the horse and only
after that rode into the sunset, as opposed to first riding off
in a go-kart and then getting on a horse at the destination.
This is an example conjunction buttressing [8] or asymmetric
conjunction, where the conjunction “and” picks up additional
intended meanings (here “and then”) that affect the two
conjuncts differently. But this is just an example — any
meaning that an author intends to communicate, but which
is not explicitly stated, is considered an implicature [9].
For our purposes we need only scratch the surface of this
rich topic [8]. But one key concept is the standard fest
for implicature: a part of an interpretation is a pragmatic
implicature — an enrichment beyond what is explicitly stated
— if it can be cancelled by additional context, as in (2):

I got on my horse, and earlier I rode into the sunset. (2)



“and” in (2) cannot inherently impose temporal ordering on
its conjuncts in (1), or (2) would read as contradictory. We can
(and do) use such tests to check for pragmatic phenomena.
Narrative time is a related pragmatic concept [10]. In (3) we
understand events to have occurred in the exact order written.

I wrote the formal specification, ran the model
checker, and fixed some bugs.

3)

This is also a cancellable implicature [11], [12]: if the sentence
were extended by “...but not in that order” the ordering
assumption is gone. This kind of temporal implicature is
pervasive in every-day language usage, but temporal logics
require any ordering to be directly expressed.

Habitual sentences are another clearly-related topic in lin-
guistic theory. Habitual sentences characterize a recurring
“habit” of a subject over time, encompassing many indepen-
dent instances of some event of interest [13]. Many sentences
have both habitual and non-habitual readings, and in English
are systematically ambiguous in isolation as to which inter-
pretation they receive. Declerck [14, p. 144] nicely explains
this ambiguity by noting that “each of these instances [of the
habit] can be described in terms of the same sentence as is
used to refer to the habit as a whole.” Consider (4):

The door will open when you approach “4)

This could be read as the door opening every time someone
approaches the door, or as only applying to one specific
(future) occasion of approaching the door.

Clearly these temporal aspects of linguistics are potentially
relevant to formalizing temporal specifications. We can
actively construct examples where formalizing an implicature
or not, or a habitual or episodic interpretation, is the difference
between correct and incorrect formalizations (observable in
misuse or absence of certain temporal operators in LTL).
Our analysis in Section III establishes that these specific
phenomena are not merely plausible, but likely sources of
mistakes observed in user studies.

III. (RE)ANALYSIS OF GREENMAN ET AL.’S 2022 DATA

Greenman et al. [3] investigate the mistakes made by a
number of participants when working with Linear Temporal
Logic (LTL) [5]. Across 4 rounds of experiments, they
investigate the understanding of the relationship between an
LTL formula and its models, LTL-to-English translation, and
English-to-LTL translation. The first two tasks are certainly
relevant to English-to-LTL translation (e.g., a formalizer
will likely make mistakes with an operators whose logical
semantics are misunderstood). But we focus on the latter,
English-to-LTL task which directly asks participants to
formalize their understanding of the English.

Because Greenman et al. report changing wording after
the earlier rounds to fix what the authors recognized as
possibly-confusing wording, we consider only the 3rd and 4th
rounds of experimental data, whose English can be considered
polished, high quality natural language specifications: they
were written by experts with clarity as an explicit goal, and

refined for clarity based on previously-observed ambiguities.
Our analysis shows that even then, the specific linguistic
phenomena identified in Section II can explain many mistakes.
Of note, round 3 participants were all active researchers with
LTL experience, while round 4 participants (like rounds 1
and 2) were students who had been taught LTL in the context
of a formal methods course.

Both groups were asked to translate five sentences to LTL:

1) Whenever the Red light is on, it is off in the next state
and on again in the state after that

2) The Red light is on in exactly one state, but not
necessarily the first state

3) The Red light cannot stay on for three states in a row

4) Whenever the red light is on, the Blue light will be on
then or at some point in the future

5) The Red light is on for zero or more states, and then
turns off and remains off in the future.

It is critical to note that our reanalysis is not simply ad
hoc nit-picking of Greenman et al.’s evaluation instruments.
Instead, we are evaluating the relationship between mistakes
in formalizing these instruments and established linguistic
theories that might explain why certain mistakes are made.
Most real-world natural language descriptions of temporal
software behaviour will not be subjected to the level of care
that Greenman et al. have already exercised in refining these
instruments. So if we can identify causes of systematic patterns
in mistakes that exist in this data (which has been carefully
curated by experts to avoid confusion and ambiguity) then
the same causes are almost certain to play a role when
formalizing less polished specifications in the real world, and
work in language instruction and natural language processing
on these specific phenomena are likely to reduce mistakes
when incorporated into LTL instruction and tools.

A. Analysis Approach

We obtained Greenman et al’s publicly shared (clearly-
coded) data, which are available as a spreadsheet [15]. For
each incorrect English-to-LTL translation in rounds 3 and
4, we (the author) examined the original sentence, correct
translation, and incorrect translation together, and evaluated
whether the incorrect translation could arise as a meaning
if different pragmatic implicatures or habitual resolutions
were made vs. the correct meaning. We began with no
fixed set of possible causes, but open-minded inspection of
the mistakes quickly converged on three phenomena. After
coding each mistaken answer from rounds 3 and 4 for which
phenomena appeared connected and also for the direction of
misformalization, a second round of review was employed
several weeks later to confirm, and as a result one category was
split into two (and one habitual label was removed). For each
category a participant might have formalized an implicature
that was plausible but not intended, or a participant may have
failed to formalize an implicature which was intended. Some
responses were given multiple tags. Tags were only applied if
we could affirmatively state a pragmatics/habitual explanation.
Concepts that applied to only one response were discarded.



B. Analysis Results

Our findings are summarized in Table I. For brevity, rather
than enumerate sentence by sentence results, we explain
the resulting categories and discuss trends and interesting
phenomena in the results. Our data is publicly available [16].

a) Habitual Misformalization: This category corre-
sponds to mistakes involving confusion over whether some
claim was meant to hold generally (i.e., a habitual interpreta-
tion true throughout time) or only at a single moment in time
(i.e., an episodic / one-time interpretation). In practice these
mistakes are almost always omitting a top-level “always,” as
in the participant writing red = (O-red A (O red) instead
of O(red = (O—red A O O red)) for sentence 1.

b) Conjunction Buttressing: This category contains mis-
takes in whether “and” should receive a temporal or atemporal
interpretation. This usually appears as cases where adding an
extra “next-state” (()) operator around the right conjunct of a
logical “and,” where when the ordering of conjuncts was the
same in English, would make the answer more correct. For
example, one participant wrote (—red)U(red A (O(—red)))
for sentence 2 instead of (—red)U(red A (OO(—red))). That
participant’s mistake could be explained by assuming that right
conjuncts in the logic are silently shifted later in time as in
1 (which is what the extra () in the solution accomplishes),
as in classic conjunction buttressing implicatures in English.
This was observed only in experts.

c) Implication Buttressing: This category contains mis-
takes in whether a conditional should receive a temporal
interpretation or not. Similar to conjunction buttressing, this
corresponds to a misformalization that would be correct if the
conclusion of an implication were shifted later in time than
the antecedent, as often occurs in English. For example, one
participant wrote ((—red)Ured) A O(red = O(—red)) for
sentence 2 instead of ((—red)Ured) A O(red = QO(—red))
(the latter is correct). This mistake was observed only with
student participants.

d) Narrative Time: This category includes mistakes in-
volving incorrect assumptions about some notion of current
time advancing throughout a specification (whether the ad-
vancement was “assumed” over English or LTL). This was ob-
served twice, both with experts. One example for sentence 1 is:

(o(red)) = (O(-red A (O(red)))

Setting aside the missing “always” around the whole for-
mula (this misformalization also gets the habitual semantics
incorrect, see Section III-C) this would otherwise be correct
if the right side of an implication was evaluated at the first
moment in time witnessing truth of the antecedent, which is
how the actual English is evaluated under theories of narrative
time advancing in discourse [17]. That is, this mistake could be
explained by the participant expecting additional implicatures
to further enrich the meaning of the logical formula written. Of
note, most participants (including the one making this mistake)
responded using an “anglicized” LTL, where logical implica-
tion was literally presented by an infix “implies” keyword.

This category was split off from the previous during the
review round. They were one category in the initial review

because both categories’ manifestations include incorrect
temporal shifting related to conditional implication, but the lin-
guistic phenomenon at play differs between the two categories.

C. Comparing Our Categorization to Greenman et al.’s

As with Greenman et al., some responses have multiple tags.
Our hygienics label is closely related to Greenman et al.’s Im-
plicit Global (IG) error category.! Every mistake Greenman et
al. labeled IG we labeled hygienic. We labeled one additional
mistake hygienic: the narrative time example above, which
their public dataset labeled with a question mark. We believe
that participant formalized what Declerck calls the “attributive
definite” interpretation of the sentence [14], in which the
“whenever” asserts the existence of a single unknown time,2
rather than the intended habitual interpretation. Greenman
et al’s Bad State Index category is closely associated with
our buttressing categories — technically the fixes change the
index (time) where part of the formula is evaluated — but
categorizes the symptom, not plausible causes. Greenman et
al. also have a Reasonable Variant category, which is a catch-
all for participants coming up with unintended interpretations
and formalizing them correctly. They tagged only one
example this way in the re-analyzed data: a translation of
a habitual sentence as a one-time occurrence (which we
labelled as habitual-related). This category is broader than
and narrower than our categories in different ways that make
comparison awkward: it is broader by allowing any alternative
interpretation regardless of likelihood or cause (we restrict
ourselves to several phenomena grounded in established
linguistic theories); and it is narrower by only allowing fully
correct formalizations of the alternatives (we applied labels
if they explained even part of a mistranslation clearly).

D. Limitations

Our reanalysis is based on only the contents of Greenman et
al.’s original paper [3], and their publicly-shared anonymous
dataset. Thus while a substantial portion of participant mis-
takes could be explained by interactions between pragmatics
and the formalization process, the data alone do not rule out
the possibility that some of the mistakes we are associating
with pragmatics were merely random slip-ups. However the
fact that the mistakes associated with possible pragmatic
factors are also some of the most prevalent — and co-occur in
a number of responses — suggests that pragmatic phenomena
do play some substantive role in LTL misformalization.

Another possible limitation relates to natural language
acquisition. Pragmatic implicatures are some of the most
challenging aspects of learning a new language [18]. If some
of Greenman et al.’s participants were not native English
speakers, it is possible that some pragmatics-derived mistakes
are more strongly related to the subtlety of learning pragmatic
implicatures in a 2nd (or 3rd, or later) language. They do
not report on native speaker status of their participants, but
given the demographic make-ups of both the institution of

IThe “always” operator of LTL is sometimes called the “globally” operator.
2Consider “Whenever Tom commits that fix I must merge.”



TABLE I
SUMMARY OF PRAGMATIC IMPLICATURE ANALYSIS OF MISTAKES. HABITUALITY, “CONJ.”, “NARR.”, AND “IMPL.” ARE THE FOUR CATEGORIES;
OMITTED COLUMNS WERE NOT OBSERVED. “UNDER” REFERS TO UNDER-FORMALIZING AN IMPLICATURE THAT WAS EXPECTED IN THE FORMAL
SPECIFICATION. “OVER” REFERS TO FORMALIZING ADDITIONAL IMPLICATURES WHICH ARE PLAUSIBLE BUT WERE NOT INTENDED.

Sentence Expert Mistakes (Exp. 3) Student Mistakes (Exp. 4)
Habituality | Conj. | Narr. | Under | Over || Total || Habituality | Impl. | Under || Total
1 2 0 1 2 0 2 1 0 1 1
2 2 3 0 3 0 3 2 2 4 4
3 1 0 0 1 0 1 2 0 2 2
4 2 0 0 2 0 2 2 0 2 2
5 1 0 1 3 1 4 3 0 3 3

the undergraduate participants and the overall demographics
of computer science academia (for experts), it is likely that
some participants either learned a different world English
(with sometimes-differing pragmatic implicatures [19]), or
learned English later in life and therefore may not have
(yet) internalized all of the many pragmatic implicatures
expected in English. More research is necessary to tease apart
these factors. Real-world settings also include non-native
speakers of the working language, so there is value in
further investigating the relationship between pragmatics and
LTL formalization, even if the benefits might be unevenly
distributed among formal methods practitioners.

Our analysis was focused on the widely-known, heavily-
studied phenomena described in Section II. It is possible that
other well-established linguistic phenomena are also correlated
with these mistakes, or are correlated with the mistakes that we
did not identify correlations with. Based on the correlations
uncovered, consideration of other linguistic phenomena are
also worthwhile future investigations.

IV. RELATED WORK

Research into easier and/or more reliable translation from
natural language (always English in these studies) to logic is
a classic idea. Gordon and Matskevich [20] survey linguistics-
based approaches for non-temporal software specifications.
Brunello et al. [21] survey automated translation for temporal
specifications up through 2019. While some temporal specifi-
cation work draws on the linguistics literature (notably Dzifcak
et al. [22], and Nelken and Francez [23]), most of that work
(and more modern work) does not attempt to investigate the
specific aspects of the translation process that are challenging
for humans (though all of it assumes the formalization process
is difficult and error-prone). Greenman et al. [3], [4] are one of
the only groups to perform user studies to characterize specific
mistakes, but their analysis is not grounded in linguistic
theories of how natural language encodes time information.
We previously suggested [6], [7] that linguistic studies of
pragmatics might offer insight into these mistakes based on
Greenman et al.’s results and paper examples, but this paper
is the first to systematically analyze LTL misformalization data
with an eye towards how established linguistic theories may
contribute to mistakes. Others have studied the human chal-
lenges in formalization systematically (notably Finney [24]).
Vinter [25] hypothesized linguistic interference in specification
formalization and carried out a large user study of drawing
incorrect logical conclusions from Z specifications, based on

1970s psychology work predating the modern linguistic theo-
ries of pragmatics we consider. Other researchers have studied
the linguistic features of how developers use language in other
natural language software engineering artifacts [26], [27].
An obvious question today is how Large Language Models
(LLMs) fare on this task. The general trends are similar to
other programming-related tasks: they can simplify some parts
of translation, but the unpredictable (and for temporal logic,
sparse) nature of the underlying probability distribution makes
manual audit essential [28]-[30]. The fact that even experts
still make key mistakes in LTL formalization suggest that
code review of LTL specifications is likely more error-prone
than typical code review of LLM output. It seems reasonable
to assume that difficulties in human review of automatically-
generated formalizations will resemble difficulties in human
translation, in which case further investigation of the pragmatic
lens on LTL formalization can yield benefits there as well.

V. CONCLUSIONS, IMPLICATIONS, AND FUTURE WORK

We have demonstrated that in the data from Greenman
et al.’s earlier experiments [3], there is a notable correlation
between linguistic phenomena related to time and the kinds
of mistakes made by both students and experts in translating
English to LTL. This strongly suggests that the time-related
natural language phenomena of Section II interact with the
formalization process, and that confusion over whether or not
to formalize these specific phenomena is a contributing factor
to LTL misformalization. The results offer several takeaways
for formal methods research. Direct education about these
linguistic phenomena could help to reduce some of the most
common kinds of LTL misformalization by humans, just as
direct instruction about these phenomena aids in learning to
communicate in natural languages [18], [31]. The fact that
LLMs struggle with pragmatics and temporal expression
in general [32]-[34] means LLM-based LTL formalization
likely has similar weak points, which might either be
avoidable by educated users or possible to improve with
fine-tuning targeted to these specific weaknesses. Additional
experiments are needed to investigate these and explore the
impact of other factors in natural language expression of
temporal ordering on LTL formalization.
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